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Billions of these resource-constrained devices form the IoT ecosystem

Recurrent Neural Networks (RNNs)

Our Solutions: FastRNN for provably stable training & FastGRNN for 
state-of-the-art performance in 1-6KB size models

FastRNN Results

ARM Cortex M0+ at 48 MHz & 35 𝜇A/MHz 
with 2 KB RAM & 32 KB read only Flash

8 bit ATmega328P Processor at 16 MHz 
with 2 KB RAM & 32 KB read only Flash
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Limitations of Existing RNNs

• Traditional RNNs  : Training is unstable

• Unitary RNNs : Expensive to train and lack accuracy

• Gated RNNs : Large model size and prediction costs

State-of-the-art for analyzing sequences & time series
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• Provably stable training with a residual connection having 2 additional scalars
• Accuracy: RNN ≪ Unitary RNNs < FastRNN < Gated RNNs

Gradients & Theorems

𝐿 is the loss function
T is the # timesteps

• Setting α ≈ 𝑂(1/𝑇), β = 1 − α stabilizes the gradients
• FastRNN has convergence rate and generalization error upper bounds independent of 𝑇

FastGRNN

• Extend α & β from scalars to vector gates
• Make 𝐔 and 𝐖 low-rank (L), sparse (S) and quantized (Q)
• Accuracy: RNN ≪ Unitary RNNs < Gated RNNs ≈ FastGRNN

𝐳t = σ(𝐖𝐱t + 𝐔𝐡t−1 + 𝐛𝐳)
ሚ𝐡t = tanh(𝐖𝐱t + 𝐔𝐡t−1 + 𝐛h)

𝐡t = (ζ 1 − 𝐳t + ν)⊙ ሚ𝐡t + 𝐳t⊙𝐡t−1
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LSTM (Gated RNN)

Code: https://github.com/Microsoft/EdgeML

FastGRNN

Simple RNN UGRNN GRU LSTM

Proposed : 

Existing    : 

FastGRNN-LSQ FastRNN
Spectral-RNN

FastGRNN-Q

0 ≤ α, β, ζ, ν ≤ 1, and are 
trainable scalars, parameterized 

by the sigmoid function

σ( ∙ ) can be any non-linearity

⊙ is Hadamard product

Unitary RNNs
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Architectures’ Equations

ሚ𝐡t = σ(𝐖𝐱t + 𝐔𝐡t−1 + 𝐛)

𝐡t = αሚ𝐡t + β𝐡t−1𝐡t = σ(𝐖𝐱t + 𝐔𝐡t−1 + 𝐛)

FastGRNN

Simple RNN FastRNN


