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Abstract

Pooling operators are key components in most Convo-
lutional Neural Networks (CNNs) as they serve to down-
sample images, aggregate feature information, and increase
receptive field. However, standard pooling operators re-
duce the feature size gradually to avoid significant loss
in information via gross aggregation. Consequently, typi-
cal CNN architectures are designed to be deep, computa-
tionally expensive and challenging to deploy on RAM con-
strained devices. We introduce RNNPool, a novel pool-
ing operator based on Recurrent Neural Networks (RNNs),
that efficiently aggregate features over large patches of an
image and rapidly downsamples its size. Our empirical
evaluation indicates that an RNNPool layer(s) can effec-
tively replace multiple blocks in a variety of architectures
such as MobileNets [7], DenseNet [5] and can be used
for several vision tasks like image classification and face
detection. That is, RNNPool can significantly decrease
computational complexity and peak RAM usage for infer-
ence while retaining comparable accuracy. Further, we
use RNNPool to construct a novel real-time face detection
method that achieves state-of-the-art MAP within computa-
tional budget afforded by a tiny Cortex M4 microcontroller
with ∼ 256 KB RAM.

1. What is RNNPool?

Consider the output of an intermediate layer in a CNN of
size R×C×f , where f is the number of features/channels.
In typical CNN architectures pooling layers with stride of 2
are used. A layer of 2 × 2 pooling operators (e.g. max or
average) with stride 2 would halve the number of rows (R)
and columns (C). Therefore, for reducing the dimensions
by a factor of 4 current CNN networks would require two
blocks: a stack of convolutions to capture key features in the
image and a pooling layer. Our goal is to reduce the activa-
tion of size R × C × f to say, R/4× C/4× f ′ in a single
layer while retaining information necessary for the down-
stream task. We do so using an RNNPoolLayer illustrated

in Figure 1 that utilizes strided RNNPool operators.

1.1. The RNNPool Operator and the RNNPoolLayer

An RNNPool operator of size (r, c, k, h1, h2) takes as
input an activation patch of size r × c × k corresponding
to k input channels, and uses a pair of RNNs – RNN1

and RNN2 of hidden dimension h1 and h2 respectively –
to sweep the patch horizontally and vertically to produce a
summary of size 1 × 1 × 4h2. While it is possible to use
GRU [1] or LSTM [4] for the RNNs in RNNPool, we use
FastGRNN [6] for its compact size and fewer FLOPs.

An RNNPoolLayer consists of a single RNNPool oper-
ator strided over an input activation map. Note that there
are only two RNNs (RNN1 & RNN2) in an RNNPool
operator, thus weights are shared for both the row-wise
and column-wise passes (RNN1) and all bi-directional
passes (RNN2) across every instance of RNNPool in an
RNNPoolLayer. Further, RNNPoolLayer also takes two
more parameters into account: patch size and the stride.

1.2. Comparing with Pooling Operators

We contrast the down-sampling power of RNNPool
against standard pooling operators. That is, we investi-
gate if the pooling operators maintain accuracy for a down-
stream task even when the pooling receptive field is large.
To this end, we consider the image classification task with
CIFAR-10 dataset but the pooling operator is required to
down-sample the input 32 × 32 image to a 1 × 1 voxel in
one go i.e. both patch size and stride are 32. This is fol-
lowed by a fully connected (FC) layer. RNNPool achieves
an accuracy of 70.63%, while convolution layer, max pool-
ing and average pooling’s accuracy are 53.13%, 20.04%
and 26.53%, respectively. This demonstrates the modeling
power of the RNNPool operator over other pooling meth-
ods. This shows that if we pool aggressively (using stan-
dard operators), the accuracy drop is large. So standard
pooling operators do not suffice for our purpose of RAM
reduction. We show how RNNPool, when combined with
standard models, leads to comparable accuracy on multiple
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Figure 1: (left) An RNNPool operator. (right) An RNNPoolLayer composed with strided RNNPool operators with shared weights.
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Figure 2: DenseNet121-RNNPool: obtained by replacing P1, D1, T1 and
D2 blocks in DenseNet121 with an RNNPoolLayer.

tasks but with much smaller RAM/FLOPs requirements in
Tables 1, 2 and 3.

2. How to use the RNNPoolLayer?
RNNPool can be used to modify several state-of-the-

art architectures to reduce their working memory as well as
computational requirements. Typically, such modifications
involve replacing one or more stacks of convolutional and
pooling layers of the “base” (original) architecture with an
RNNPoolLayer and retraining from scratch.

2.1. Replacement for a Sequence of Blocks

Consider the DenseNet121 [5] architecture in Figure 2.
It consists of one convolutional layer, followed by repeti-
tions of “Dense” (D), transition (T) and pooling (P) blocks
which gradually reduce the size of the image while increas-
ing the number of channels. Of all these layers, the first
block following the initial convolutional layer – D1 – re-
quires the maximum working memory and FLOPs as it
deals with large activation maps that are yet to be down-
sampled. Furthermore, the presence of residual connec-
tions between all 6 layers within each dense block exac-
erbates the memory management problem. We can use an
RNNPoolLayer to rapidly downsample the image size and
bypass intermediate large activations. In DenseNet121, we

Table 1: Resources vs accuracy for ImageNet-1K.
Method Peak RAM #Params FLOPs Accuracy (%)

MobileNetV1 3.06MB 4.2M 569M 69.52
MobileNetV1-RNNPool 0.77MB 4.1M 417M 69.39

MobileNetV2 2.29MB 3.4M 300M 71.81
MobileNetV2-RNNPool 0.24MB 3.2M 226M 70.14

EfficientNet-B0 2.29 MB 5.3M 390M 76.30
EfficientNet-B0-RNNPool 0.25 MB 5.2M 330M 72.47

Table 2: Comparison of memory requirement, # parameters and validation
MAP obtained by different methods for Face Detection on the WIDER
FACE dataset [8]. RNNPool-Face-C is able to achieve higher accuracy
than the baselines despite using 3× less RAM and 4.5× less FLOPs.
RNNPool-Face-Quant enables deployment on Cortex M4 class devices
with 6-7% accuracy gains over the cheapest baselines.

Method Peak RAM Parameters FLOPs MAP MAP for ≤ 3 faces
Easy Medium Hard Easy Medium Hard

EagleEye[12] 1.17 MB 0.23M 0.08G 0.74 0.70 0.44 0.79 0.78 0.75
RNNPool-Face-A 1.17 MB 0.06M 0.10G 0.77 0.75 0.53 0.81 0.79 0.77

FaceBoxes[10] 1.76 MB 1.01M 2.84G 0.84 0.77 0.39 - - -
RNNPool-Face-B 1.76 MB 1.12M 1.18G 0.87 0.84 0.67 0.91 0.90 0.88

EXTD[9] 18.75 MB 0.07M 8.49G 0.90 0.88 0.82 0.93 0.93 0.91
LFFD[3] 18.75 MB 2.15M 9.25G 0.91 0.88 0.77 0.83 0.83 0.82
RNNPool-Face-C 6.44 MB 1.52M 1.80G 0.92 0.89 0.70 0.95 0.94 0.92

RNNPool-Face-Quant 225 KB 0.07M 0.12G 0.80 0.78 0.53 0.84 0.83 0.81
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Figure 3: Visual Wake Word [2]: MobileNetV2-RNNPool requires 8×
less RAM and 40% less compute than baselines. We also cap our number
of parameters to be ≤ 250K instead of 290K of MobileNetV2 (0.35×).

can replace 4 blocks - P1, D1, T1, D2 - spanning 39 layers
with a single RNNPoolLayer to reduce the activation map
from size 112 × 112 to 28 × 28 (see Figure 2). The re-
placement RNNPoolLayer can be executed patch-by-patch
without re-computation, thus reducing the need to store the
entire activation map across the image. These two factors
contribute greatly to the reduction in working memory size
as well as the number of computations. Table 1 and Fig-
ure 3, illustrate the reduction of resources wrt baselines on
classification tasks while using RNNPool following above
strategy, while not compromising on accuracy.

2.2. New Architectures for Face Detection

Using RNNPoolLayer, we design new architectures for
face detection that achieve higher MAP scores than state-of-
the-art and are compact enough for real-time face detection
on weak microcontrollers. We start with the structure of
S3FD [11]. Instead of applying one convolution layer and
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then applying RNNPoolLayer, we directly down-sample
the image by a factor of 1/4 via RNNPoolLayer. This is
critical as for the smallest faces, the anchor box size is set as
16× 16 and the required stride is 4. Further, for efficiency,
we use depthwise separable convolutions followed by point-
wise convolutions before using inverted residual (MBConv)
blocks. We also create an architecture which can fit within
the resource constraints to be deployed on a Cortex M4 mi-
crocontroller i.e. it has the peak RAM usage as ≤ 256 KB
and inference cost ≤ 128 MFLOPs (latency ≤ 1s) while
having a competitive MAP (Table 2).
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