
FLUID: A Unified Evaluation Framework for Flexible Sequential Data

Matthew Wallingford†, Aditya Kusupati* †, Keivan Alizadeh-Vahid* †,
Aaron Walsman†, Aniruddha Kembhavi†‡ and Ali Farhadi†

†University of Washington, ‡Allen Institute for Artificial Intelligence
https://raivn.cs.washington.edu/projects/FLUID/

Abstract

Modern ML methods excel when training data is IID,
large-scale, and well labeled. Learning in less ideal condi-
tions remains an open challenge. The sub-fields of few-shot,
continual, transfer, and representation learning have made
substantial strides in learning under adverse conditions;
each affording distinct advantages through methods and in-
sights. These methods address different challenges such as
data arriving sequentially or scarce training examples, how-
ever often the difficult conditions an ML system will face
over its lifetime cannot be anticipated prior to deployment.
Therefore, general ML systems which can handle the many
challenges of learning in practical settings are needed. To
foster research towards the goal of general ML methods,
we introduce a new unified evaluation framework – FLUID
(Flexible Sequential Data). FLUID integrates the objectives
of few-shot, continual, transfer, and representation learning
while enabling comparison and integration of techniques
across these subfields. In FLUID, a learner faces a stream of
data and must make sequential predictions while choosing
how to update itself, adapt quickly to novel classes, and deal
with changing data distributions; while accounting for the
total amount of compute. We conduct experiments on a broad
set of methods which shed new insight on the advantages and
limitations of current solutions and indicate new research
problems to solve. As a starting point towards more general
methods, we present two new baselines which outperform
other evaluated methods on FLUID.

1. Introduction
Modern ML methods have demonstrated remarkable ca-

pabilities, particularly in settings with large-scale labeled
training data drawn IID. However, in practice the learning
conditions are often not so ideal. Consider a general recog-
nition system, a key component in many computer vision
applications. One would expect such a system to learn from
a changing data distribution, recognize classes with few and
many examples, revise the set of known classes as new ones
are seen, and update itself over time using new data.

*Equal contribution

Various subfields such as few-shot, continual, transfer,
and representation learning have made substantial progress
on the challenges associated with learning in non-ideal set-
tings. The methods from these fields excel when the deploy-
ment conditions can be anticipated and align with specific
scenarios. For example, few-shot methods perform well
when the number of new classes and examples per class are
known in advance. Similarly, continual learning techniques
improve performance when new data arrives in fixed-size
batches at predictable intervals. However, in many appli-
cations the exact conditions cannot be known a priori and
are likely to change over time. Data may come at irregu-
lar intervals, the volume of supervision for each class may
change, or new classes might be encountered. This calls
for general methods that can handle a plethora of scenarios
during deployment.

To make progress towards such general methods, new
evaluations which reflect the key aspects of learning in prac-
tical settings are essential. But, what are these aspects?
We posit the following as some of the necessary elements:
(1) Sequential Data - In many application domains the data
streams in. ML methods must be capable of learning from
new data and changing distributions. (2) X-shot - Data of-
ten has a different number of examples for each class (few
for some and many for others). Current evaluations assume
prior knowledge of which data regime (few-shot, many-shot,
etc.) new classes will be from, but often this cannot be
known in advance. (3) Flexible Training Phases – Practical
scenarios rarely delineate when and how a system should
train. ML systems should be capable of making decisions
such as when to train based on incoming data, which data to
train with, and whether to update all parameters or just the
classifier. (4) Compute Aware – Real-world systems often
have computational constraints not only for inference but
also for training. ML systems should account for the total
compute used throughout their lifetime. (5) Open-world -
As new data is encountered the set of known classes may
change over time. Learning in practical settings often entails
recognizing known classes while detecting when data comes
from new classes.

With these elements in consideration we introduce FLUID
(Flexible sequential data), a unified evaluation framework.
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Figure 1. Comparison of supervised (top-left), continual (top-middle), and few-shot learning (top-right) with FLUID (bottom). The learner
(grey box) accumulates data (dotted path), trains on given data (filled nodes), then is evaluated (empty nodes). The size of the node indicates
the scale of the training or evaluation. Each color represents a different set of classes.

FLUID integrates the objectives of few-shot, continual, trans-
fer, and representation learning into a simple and realizable
formulation along with a benchmarkable implementation. In
FLUID, a learner is deployed on a stream of data from an
unknown distribution and must classify incoming samples
one at a time while deciding when and how to update based
on newly received data.

We conduct extensive experiments with FLUID on a broad
set of methods across subfields. The experimental results
quantitatively demonstrate the current limitations and capa-
bilities of various ML approaches. For example, we find
that canonical few-shot methods do not scale well to sce-
narios with more classes and varying number of examples.
Similarly, we observe that continual learning methods often
hinder performance when large-scale pretraining is readily
available. Finally, we briefly explore the emergent problem
of finding update strategies for deciding when and how to
train efficient on incoming data. The framework, data and
models will be open-sourced.

We make the following contributions:
1. A new evaluation framework, FLUID, which unifies

the objectives of few-shot, continual, transfer, and self-
supervised learning into a simple evaluation that enables
comparison and integration of methods across related
subfields and presents new research challenges.

2. New insights from experiments with FLUID like higher
capacity networks generalize better to novel classes, rep-
resentative self-supervised methods behave differently

than standard pretraining on few-shot classes, and large-
scale pretraining mitigates catastrophic forgetting.

3. Two simple baselines, Exemplar Tuning & MDT, which
outperform evaluated methods in FLUID while matching
performance in supervised and few-shot settings.

2. FLUID Related Work
We discuss the key aspects of FLUID in the context of

other works and evaluations. Logistical details of FLUID
are provided in section 3. Lastly, We outline the existing
frameworks along with the supported properties in Table 1

Sequential Data and Continual Learning New data is
an inevitable consequence of our dynamic world and learning
over time is a long-standing challenge [53]. In recent years,
continual learning (CL) has made notable progress on the
problem of learning in a sequential fashion [1, 2, 25, 33, 46,
47]. Several setups have been proposed in order to evaluate
systems’ abilities to learn continuously and primarily focus
on catastrophic forgetting, a phenomenon where models
drastically lose accuracy on old tasks when trained on new
tasks. The typical CL setup sequentially presents data from
each task then evaluates on current and previous tasks [25,
33, 46]. Recent variants have proposed a task-free setting
where the data distribution changes without the model’s
knowledge [18, 19, 47, 52, 63].

There are two assumptions in CL setups which we remove
in FLUID. The first assumption is that data will be received
in large batches with ample data for every class in the task.
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Table 1. We categorize existing evaluations frameworks aimed at learning in practical settings. 3: presence; 7: absence & –: not applicable.

Framework
Property

Open-world Sequential
Variable

Batch-size Few-shot Many-shot
Compute

Aware
Memory

Constrained
Flexible
Training Non-IID

Representation Learning 7 7 – 7 3 – – – 3
Transfer Learning 7 7 – 7 3 – – – 3
Task-based Continual Learning 7 3 7 7 3 – 3 7 3
Task-free Continual Learning 7 3 7 7 3 – 3 7 3
Few-shot Learning 7 7 – 3 7 – – – 3
Generalized Few-shot Learning 7 7 – 3 3 – – – 3
Streaming Perception 7 3 – – – 3 – – 7
Open Long-Tailed Recognition 3 7 – 3 3 – – – 7
Data Stream Classification – 3 3 – 3 – 3 – 3
Test Time Training 7 3 3 – – – – 7 3
FLUID (Ours) 3 3 3 3 3 3 – 3 3

This circumvents a fundamental challenge of sequential data
which is learning new classes from only a few examples.
Consider the common scenario in which a learner encounters
an instance from a novel class. The system must determine
that it belongs to a new class with no previous examples
(zero-shot learning and out-of-distribution detection). The
next time an instance from the category appears, the system
must be capable of one-shot learning, and so forth. In other
words, few-shot learning is a natural consequence of learning
from sequential data. Second assumption is that the training
and testing phases will be delineated to the system. Deciding
when to train and which data to train on is vital and an
intrinsic challenge of learning continuously.

Some continual learning formulations include a memory
cache to store images, typically between 0 - 1000, from
previous tasks. We argue that setting a specific memory con-
straint, particularly this small, is too constraining. Methods
should account for memory, but the FLUID framework does
not explicitly restrict memory during streaming. Note that
for a fair comparison to CL methods we use no memory
caching for the Nearest Class Mean (NCM) baseline and
complete caching for CL methods.

Lastly, data stream classification [4, 14, 50, 60] has
worked on the problem of learning from sequential data.
This line of work primarily focuses on traditional classifica-
tion and not image recognition. At a high level FLUID has
similar goal as data stream classification. FLUID differs in
its implementation which importantly integrates the preexist-
ing fields of few-shot, transfer, representation, and continual
learning and provides a concrete benchmark for sequential
image recognition.

Few-shot and X-shot Learning Learning from few ex-
amples for some classes is an inherent aspect of the real-
world. Learning from large, uniform datasets [34, 48] has
been the primary focus of supervised learning while few-shot
learning has gained traction as a subfield [17, 38, 45, 51].

While few-shot learning is a step towards more generally
applicable ML methods, the framework has assumptions that
are unlikely to hold in practical settings. The experimental

setup for few-shot is typically the n-shot k-way evaluation.
Models are trained on base classes during meta-training and
then tested on novel classes during meta-testing. The n-shot
k-way experimental setup is limited in two respects. n-shot
k-way assumes that a model will always be given exactly
n examples for k classes at test time which is unrealistic.
Second, most works only evaluate 5-way scenarios with 1, 5,
and 10 shots. Realistic settings often have a mix of classes
from both the high and low data regime. Expecting all classes
to have less than 10 samples is not a reasonable assumption.
Recently, general variants of few-shot learning have been
proposed [6, 11] and are still far from being practical.

FLUID naturally integrates the few-shot problem into its
framework by sequentially presenting data from a long tail
distribution and evaluates systems across a spectrum of shots
and ways. Our experimental results on representative few-
shot methods indicate that they are overly tuned to the spe-
cific conditions of the few-shot evaluation which validates
the need for a more general framework such as FLUID.

Flexible Training Phases Current experimental setups
dictate when models will be trained and tested. Ideally, an
ML system should be capable of knowing when to train
itself, what data to train on, and what to optimize for [9]. By
removing the assumption that training and testing phases are
fixed and known in advance, FLUID provides a benchmark
for tackling the relatively unexplored problem of learning
when to train.

Compute Aware ML systems capable of adapting to
their environment over time must account for the computa-
tional costs of their learning strategies as well as of inference.
Prabhu et al. [40] showed that current CL frameworks do not
measure total compute and therefore a naive but compute-
hungry strategy can drastically outperform state of the art
methods. Previous works have primarily focused on efficient
inference [23, 28, 29, 35, 44] and some on training costs [12].
In FLUID we measure the total compute for both learning
and inference over the sequence.

Open-world Practical scenarios entail inferring in an
open world - where the classes and number of classes are
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unknown to the learner. Few-shot, continual, and traditional
supervised learning setups assume that test samples can only
be from training classes. Previous works explored static
open-world recognition [3, 26, 36, 43, 57] and the related
problem of out-of-distribution detection [22, 32, 37]. FLUID
presents a natural integration of sequential and open-world
learning where the learner must identify new classes and
update its known set of classes throughout the stream.

3. FLUID Evaluation Details

FLUID evaluation is designed to be simple and general
while integrating the key aspects outlined in section 2.

Formulation Let learning system S be composed of
a model, fθ : x 7→ y, and update strategy, U : fθ ×
T⋃
t=1

(xt, yt) 7→ fθ′ , where
T⋃
t=1

(xt, yt) is the training data

collected up to time T . Model, fθ, may be initialized using
pretraining data D = {xi, yi}ni=1.

At each new time step, t+ 1, the model is given a sam-
ple, xt, and provides a class label, fθ(xt+1) ∈ {1...K + 1},
for K known classes. In other words, the sample may be-
long to one of K previously seen classes, or a new class.
The model output is evaluated with respect to the true la-
bel, 1{fθ(xt+1) = yt+1}, and (xt+1, yt+1) is added to the
training set. If yt+1 is from a new class, the set of known
classes is updated accordingly. Next the model, fθ, may be
updated according to U using all previously observed data.
This process is repeated for some total number of time steps.

Systems are evaluated on a suite of metrics including the
overall and mean class accuracy throughout the stream along
with the total compute required for updates and inference.
Lastly, Algorithm 1 in Appendix A provides a psuedo code
for the implementation of the FLUID framework.

Data In this paper, we evaluate methods with FLUID
using a subset of ImageNet-22K [10]. Traditionally, few-
shot learning used datasets like Omniglot [30] & MiniIma-
genet [58] and continual learning focused on MNIST [31]

Table 2. The evaluation metrics used in the FLUID framework to
capture the performance and capabilities of various algorithms.

Metric Description
Overall Accuracy Accuracy over the sequence.

Mean Per-Class
Accuracy Accuracy averaged over all classes in the sequence.

Total Compute MAC operations for all compute over the sequence.

Unseen Class
Detection AUROC for the detection of OOD samples.

Cross-Sectional
Accuracies

Classes in the sequence belong fall into 4 subcategories:
1) Pretraining-Head: > 50 samples & in pretraining.
2) Pretraining-Tail: ≤ 50 samples & in pretraining.
3) Novel-Head: > 50 samples & not in pretraining.
4) Novel-Tail: ≤ 50 samples & not in pretraining.

& CIFAR [27]. Some recent continual learning works have
used Split-ImageNet [61]. The aforementioned datasets are
mostly small-scale and have very few classes. We evalu-
ate on the ImageNet-22K dataset to present new challenges
to existing models. Recently, the INaturalist [56, 62] and
LVIS [16] datasets have advocated for heavy-tailed distri-
butions. We follow suit and draw our sequences from a
heavy-tailed distribution.

The dataset consists of a pretraining dataset and 5 differ-
ent sequences of images for streaming (3 test and 2 validation
sequences). For pretraining we use the standard ImageNet-
1K [48]. This allows us to leverage existing models built by
the community as pre-trained checkpoints. Sequence images
come from ImageNet-22K after removing ImageNet-1K’s
images. Each test sequence contains images from 1000 dif-
ferent classes, 750 of which do not appear in ImageNet-1K.
We refer to the overlapping 250 classes as Pretrain classes
and the remaining 750 as Novel classes. Each sequence is
constructed by randomly sampling images from a heavy-
tailed distribution of these 1000 classes. Each sequence
contains∼ 90000 samples, where head classes contain > 50
and tail classes contain ≤ 50 samples. The sequence al-
lows us to study how methods perform on combinations of
pretrain vs novel, and head vs tail classes. In Table 3, we
show results obtained for sequence 5, and the Appendix I
shows results across all test sequences. More comprehensive
statistics on the data and sequences are in Appendix B.

Pretraining Supervised pretraining [21] on large anno-
tated datasets like ImageNet facilitates the transfer of learnt
representations to help data-scarce downstream tasks. Unsu-
pervised learning methods like autoencoders [55] and more
recent self-supervision methods [15, 24, 41] like Momentum
Contrast (MoCo) [20] and SimCLR [7] have begun to pro-
duce representations as rich as that of supervised learning
and achieve similar accuracy on various downstream tasks.

Before the sequential phase, we pretrain our model on
ImageNet-1K. In our experiments, we compare how differ-
ent pretraining strategies (contrastive learning, meta-training,
& supervised training) generalize under more open and chal-
lenging conditions. We find new insights such as contrastive
representations perform significantly worse on few-shot
classes compared to supervised counterparts in the FLUID
evaluation and meta-training causes larger networks to lose
performance in a way that supervised training does not.

Evaluation metrics Table 2 defines the evaluation met-
rics in FLUID to gauge the performance of the algorithms.

4. Baselines and Methods
We summarize the baselines, other methods, and our pro-

posed baselines, Exemplar Tuning and MDT. Additional
details about the methods and implementation can be found
in Appendix D and Appendix E respectively.

Standard Training and Fine-Tuning We evaluate stan-
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dard model training (update all parameters in the network)
and fine-tuning (update only the final linear classifier) with
offline batch training. We ablate over the number of layers
trained during fine-tuning in Appendix F.

Nearest Class Mean (NCM) Recently, multiple
works [54, 59] have found that Nearest Class Mean (NCM)
is comparable to state-of-the-art few-shot methods [38, 51].
NCM in the context of deep learning performs a 1-nearest
neighbor search in feature space with the centroid of each
class as a neighbor. We pretrain a neural network with a lin-
ear classifier using softmax cross-entropy loss, then freeze
the parameters to obtain features.

Few-shot Methods We evaluate four representative
methods: MAML [13], Prototypical Networks (PTN) [49],
Weight Imprinting [42] & Meta-Baseline [8].

PTN trains a deep feature embedding using 1-nearest
neighbor with class centroids and soft nearest neighbor loss.
Parameters are trained with meta-training and backprop.

MAML is a gradient-based approach which uses second-
order optimization to learn parameters that can be quickly
fine-tuned and adapt to a given task. We tailor MAML to
FLUID by pretraining the model according to the objective in
Appendix D and then fine-tune during the sequential phase.

Weight Imprinting initializes the weights of a cosine clas-
sifier as the class centroids, then fine-tunes with a learnable
temperature. For further analysis of Weight Imprinting and
comparison to Exemplar Tuning see Appendix L.

Meta-Baseline is the same as NCM in implementation
except that a phase of meta-training is done after regular
softmax cross-entropy pretraining.

Continual Learning (CL) Methods We evaluate Learn-
ing without Forgetting (LwF) [33] and Elastic Weight Con-
solidation (EWC) [25] to observe whether continual learning
techniques can improve performance in FLUID.

LwF leverages knowledge distillation [5] to retain ac-
curacy on previous training data without storing it. EWC
enables CL in a supervised learning context by penalizing
the total distance moved by the parameters from the opti-
mal model of previous tasks weighted by the correspond-
ing Fisher information. Unlike LwF, EWC requires stored
data, typically the validation set, from the previous tasks.
In FLUID, we use LwF and EWC to retain performance on
pretrain classes. For further details see Appendix E.

Out-of-Distribution (OOD) Methods We evaluate two
methods proposed by Hendrycks & Gimpel [22] (HG) and
OLTR [36] along with our proposed OOD baseline. The HG
baseline thresholds the maximum probability output of the
softmax classifier to determine whether a sample is OOD.

We propose the baseline, Minimum Distance Thresh-
olding (MDT), which utilizes the minimum distance from
the sample to all class representations, ci. In the case of
NCM the class representation is the class mean and for a
linear layer it is the ith column vector. For distance func-

tion d and a threshold t, a sample is out of distribution
if: I (mini d (ci,x) < t). Other metric learning techniques
have proposed using distance to detect out of distribution ex-
amples [32, 37]. MDT primarily differs from these works in
that it can be used with a standard classification network and
can be performed in a single forward pass with negligible
extra compute. MDT outperforms the other evaluated OOD
methods in FLUID.

Exemplar Tuning (ET) We present a new
method/baseline that leverages the inductive biases
of instance-based methods and parametric deep learning.
The traditional classification layer is effective when given
a large number of examples but performs poorly when
only a few examples are present. On the other hand, NCM
and other few-shot methods are accurate in the low data
regime but do not significantly improve when more data is
added. Exemplar Tuning (ET) synthesizes these methods
in order to initialize class representations accurately when
learning new classes and to have the capacity to improve
when presented with more data. We formulate each class
representation (classifier), Ci, and class probability as the
following:

Ci =
1

n

∑
x∈Di

f(x; θ)

‖f(x; θ)‖
+ri; p(y = i|x) = eCi·f(x;θ)∑

i6=j e
Cj ·f(x;θ)

(1)

where f(x; θ) is a parametrized neural network, ri is a learn-
able vector, n is the number of class examples, and Di are
all examples in class i. Note that Ci is comparable in form
to the i-th column vector in a linear classification layer.

In this formulation, the class centroid (the first term of Ci
in Eq 1) provides an accurate initialization from which the
residual term ri can continue to learn. Thus ET is accurate
for classes with few examples (where deep parametric mod-
els are inaccurate) and continues to improve for classes with
more examples (where few-shot methods are lacking). In our
experiments, we update the centroid after each sample with
little additional compute and batch train the residual vector
with cross-entropy loss according to the same schedule as
fine-tuning (see Appendix E for implementation details).

Note that we compare ET to initializing a cosine clas-
sifier with class centroids and fine-tuning (Weight Imprint-
ing). We find that Exemplar Tuning outperforms Weight
Imprinting and affords two significant advantages besides
better accuracy. 1) ET has two frequencies of updates (fast
instance-based and slow gradient-based) which allows the
method to quickly adapt to distribution shifts while pro-
viding the capacity to improve over a long time horizon.
2) ET automatically balances between few-shot & many-
shot performance, unlike Weight Imprinting which requires
apriori knowledge of when to switch from centroid-based
initialization to fine-tuning.
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Table 3. Performance of the suite of methods (outlined in Section 4) across accuracy and compute metrics on sequence 5. We present several
variants of accuracy - Overall, Mean-per-class as well as accuracy bucketed into 4 categories: Novel-Head, Novel-Tail, Pretrain-Head and
Pretrain-Tail (Pretrain refers to classes present in the ImageNet-1K dataset). Sup. refers to Supervised and MoCo refers to He et al. [20].
The best technique on every metric is in bold. Some methods could leverage caching of representations for efficiency, so, both GMACs are
reported. GMACs do not include pretraining compute costs. See Table 7 in Appendix H for results with ResNet50 backbone.

Method
Pretrain
Strategy

Novel -
Head (>50)

Pretrain -
Head (>50)

Novel -
Tail (<50)

Pretrain -
Tail (<50)

Mean
Per-Class Overall GMACs↓

(×106)

Backbone - Conv-4

(a) Prototypical Networks Meta 11.63 22.03 6.90 13.26 11.13 15.98 0.06
(b) MAML Meta 2.86 2.02 0.15 0.10 1.10 3.64 0.06 / 2.20

Backbone - ResNet18

(c) Prototypical Networks Meta 8.64 16.98 6.79 12.74 9.50 11.14 0.15
(d) Meta-Baseline Sup./Meta 40.47 67.03 27.53 53.87 40.23 47.62 0.16 / 5.73
(e) Weight Imprinting Sup. 40.32 67.46 15.35 34.18 32.69 48.51 0.16 / 5.73
(f) LwF Sup. 30.07 67.50 7.23 56.96 31.02 48.76 22.58 / 45.16
(g) EWC Sup. 39.03 70.84 16.59 47.18 34.89 50.39 12.29
(h) OLTR Sup. 40.83 40.00 17.27 13.85 27.77 45.06 0.16 / 6.39
(i) Fine-tune Sup. 43.41 77.29 23.56 58.77 41.54 53.80 0.16 / 5.73
(j) Standard Training Sup. 38.51 68.14 16.90 43.25 33.99 49.46 11.29
(k) NCM Sup. 42.35 72.69 31.72 56.17 43.44 48.62 0.15
(l) Exemplar Tuning (Ours) Sup. 48.85 75.70 27.93 45.73 43.61 58.16 0.16 / 5.73

(m) Weight Imprinting MoCo 16.77 26.98 6.19 8.69 12.60 22.90 0.16 / 5.73
(n) OLTR MoCo 34.60 33.74 13.38 9.38 22.68 39.92 0.16 / 6.39
(o) Fine-tune MoCo 14.49 27.59 0.10 4.96 8.91 26.86 0.16 / 5.73
(p) Standard Training MoCo 26.63 45.02 9.63 20.54 21.12 35.60 11.29
(q) NCM MoCo 19.24 31.12 14.40 21.95 18.99 22.90 0.15
(r) Exemplar Tuning (Ours) MoCo 31.50 46.21 12.90 21.10 24.36 39.61 0.16 / 5.73

5. Experiments and Analysis
We evaluate representative methods from few-shot, con-

tinual, self-supervised learning, and out-of-distribution de-
tection in the proposed FLUID framework. We present a
broad set of practical observations and discuss novel find-
ings that validate the need for FLUID and suggest future
research directions. Table 3 displays a comprehensive set of
metrics for the set of methods (outlined in Sec 4). Through-
out this section, we will refer to rows of the table for specific
analysis.

Few-shot Analysis We evaluate Prototypical Networks
(PTN), Model Agnostic Meta-Learning (MAML), Weight
Imprinting, and Meta-Baseline and compare to the baselines
of Nearest Class Mean (NCM), fine-tuning, and standard
training. We choose to evaluate each method for the follow-
ing reasons:
• Prototypical Networks is a prominent metric learning

method that is the basis for many other few-shot methods.
Additionally PTN differs from NCM only in the use of
meta-training so we can isolate the effect of meta-training.

• MAML is a canonical optimization-based meta-learning
approach which many other methods extend from.

• Meta-Baseline is similar to NCM except that additional
meta-training is performed after standard batch training.
It is a simple method that is competitive with state of the

art in few-shot learning.
• Weight Imprinting is a simple combination of NCM and

fine-tuning and does not use meta-training. This makes
for a natural comparison to both NCM and fine-tuning
individually along with our proposed method, ET.

We find that PTN and MAML (Table 3-a,b,c and Fig-
ure 2-a) do not perform well on FLUID with over 30% lower
overall accuracy than the NCM baseline (Table 3-k). One
could argue that PTN and MAML may scale to the larger
setting by increasing model capacity. However, few-shot
works indicate that deeper and overparameterized networks
decrease performance [13, 38, 49, 51]. We verify this ob-
servation, noting that the 4-layer convnet PTN (Table 3-a)
outperforms the ResNet18 PTN in overall and novel class
accuracy.

The prevailing thought in few-shot literature has been that
smaller networks overfit less to base classes, and therefore
methods use shallow networks or develop techniques to con-
strain deeper ones. We find evidence to the contrary, that
deeper networks generalize better to novel classes with stan-
dard batch sampling (see Figure 2-b). Given that NCM and
PTN differ only in the use of meta-training, we conclude that
meta-training must be responsible for the lack of generaliza-
tion in deeper networks. This evidence is further reinforced
by the fact that meta-baseline performs worse than NCM
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Figure 2. (a) Compares the rolling accuracy of various methods over the stream of data. Exemplar Tuning performs the best at all stages
of the stream. (b) Compares the accuracy of NCM on novel classes across network architectures. Contrary to prevailing thought, we find that
deeper networks generalize better to novel few-shot classes.

with the inclusion of meta-training (Table 3-d,k). Although
meta-training has merits for smaller data sets, in its current
form it does not scale well to more data and classes.

While the few-shot benchmarks and methods have their
merits and advantages, these observations validate the need
for more general and challenging evaluations like FLUID.

Continual Learning Analysis We evaluate Learning
without Forgetting (LwF) and Elastic Weight Consolidation
(EWC). For analysis, we compare to the baselines NCM,
standard training, fine-tuning. We evaluate LwF and EWC
because they are well-known CL methods that are general
enough to be reasonably adapted to the FLUID setup. We
find that fine-tuning the classifier outperforms CL methods
in both accuracy and mean per-class accuracy in FLUID.

Note that FLUID can be considered a specific instance
of the CL formulation with the significant difference from
standard CL formulations being the inclusion of pretrain-
ing, flexible training, and not batching as discussed in 2. We
contend pretraining is a reasonable inclusion as real-world vi-
sion systems have access to large datasets such as ImageNet.
From the experiments, we find that initializing networks
with standard pretraining almost completely mitigates the
effect of catastrophic forgetting in its current formulation,
indicating we may need to rethink current evaluations.

We find that NCM and fine-tuning outperform LwF and
EWC on both pretrain and new classes which indicates that
continual learning methods are limited in situations with
large-scale pretraining. NCM uses no memory caching or
replay buffer and has frozen features while LwF and EWC
cache all stream images and freely train their features. NCM
learns new classes as well as the CL methods with no pos-
sibility of forgetting. Furthermore, fine-tuning which also
uses frozen features learned during pretraining outperforms
both methods on novel and old classes and has ∼ 4% higher
overall accuracy. This finding validates the argument that
the details of benchmarks directly impact the design and util-
ity of the methods developed for them; thus making a case
for FLUID like frameworks that unify multiple setups and

provide a more holistic evaluation. We also acknowledge
that for scenarios in which the pretraining data is radically
different from the target distribution the above conclusion
may not hold, such as for permuted MNIST.

Exemplar Tuning We find that ET (Table 3-l) has sig-
nificantly higher overall and mean-class accuracy than all
other evaluated methods and uses similar compute as fine-
tuning. Figure 2-a shows how ET quickly adapts to new
classes and continues to learn in the standard data regime
(high accuracy at the start and end of the stream). Finally,
we show that ET outperforms simple NCM + fine-tuning
(Weight Imprinting) by ∼10%, in addition to the practical
advantages outlined in section 4.

ET is a simple, general baseline that works not only
for FLUID, as evidenced through its effectiveness in stan-
dard recognition tasks on Mini-ImageNet [58] & ImageNet-
LT [36] (see Appendix M).

New Class Detection and MDT We measure AUROC
for detecting new classes throughout the sequence and
present in Figure 3-b. HG baseline + ET, OLTR, and MDT
+ ET achieve 0.84, 0.78 and 0.92 AUROC scores respec-
tively. The performance of Minimum Distance Thresholding
(MDT) indicates that standard recognition networks are well
suited for detecting out-of-distribution classes and can be
done simultaneously with classification. We compare MDT
and HG baseline with other classifiers such as NCM and
fine-tuning in Appendix K.

Representation Learning We observe unexpected be-
havior from contrastive MoCo [20] and VINCE [15] repre-
sentations in the FLUID setting . For example, when fine-
tuning the classifier of a MoCo representation we find that
accuracy is less than 1% and 4.96% on novel and pretrain
tail classes respectively (Table 3-o). In comparison the su-
pervised counterpart (Table 3-i) obtains 23.56% and 58.77%
accuracy respectively. We conjecture that this difficulty is
induced by learning with a linear classifier as NCM with
MoCo pretraining (Table 3-q) does not exhibit the same diffi-
culties as standard training and fine-tuning. Figure 3-a shows
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Figure 3. (a) Accuracy of standard training with MoCo & supervised pretraining. Surprisingly, MoCo accuracy falls during initial streaming
phase. (b) ROC curves for unseen class detection. MDT outperforms all OOD baselines evaluated in FLUID. (c) Standard training accuracy
curve for a range of training frequencies & epochs showing that over training can lead to lower accuracy. MACs ∝ total gradient updates.

other unexpected behavior where MoCo accuracy decreases
to almost 0% initially when standard training, then begins
improving after 10K samples. This behavior is not observed
for supervised pretraining and occurs for multiple learning
rates. We argue that this is related to learning a mixture of
pretrain and novel classes which is the primary difference
between FLUID and previous downstream tasks. The signifi-
cantly lower accuracy of MoCo representations on novel tail
classes while fine-tuning (Table 3-o) further reinforces this
hypothesis. These observations and insights are further sup-
ported by similar results obtained for representations trained
via VINCE [15], a self-supervised contrastive representation
learning method (see Appendix G). These results validate the
utility of a unified evaluation such as FLUID which assess
the capabilities of methods along more dimensions.

Update Strategies We briefly investigate trade-offs be-
tween compute cost and accuracy of simple update strategies.
The challenge of learning adaptive update strategies is an
unexplored problem posed by FLUID left to future work.

We evaluate the accuracy and total compute cost of com-
binations of varying update frequencies and number of train-
ing epochs per update (Figure 3-c & 6). We conduct our
experiments for fine-tuning (Figure 6 in Appendix N) and
for standard training (Figure 3-c) on ResNet18 model with
supervised pretraining.

We observe that training for too many total epochs (train-
ing frequency × epochs) with standard training (Figure 3-c)
unexpectedly decreases overall accuracy, though fine-tuning
asymptotically improves (Figure 6 in Appendix N). We
hypothesize that the optimal amount of training balances
the features learnt from ImageNet-1K with those from the
smaller, imbalanced streaming data. This aligns with our
continual learning experiments that indicate large-scale pre-
trained features trained on more data outperform specialized
features. These initial experiments are intended to illustrate
the new problems that FLUID presents for future research.
The results indicate that there is significant room for im-
provement in both efficiency and accuracy with new strate-

gies for training networks under streaming conditions which
we leave for future work.

6. Limitations and Future Work
Throughout this paper, we studied various methods and

settings in the context of supervised image classification,
a highly explored problem in ML. While we do not make
design decisions specific to image classification, incorpo-
rating other mainstream tasks into FLUID is an immediate
next step. Also while the FLUID framework is agnostic to
any particular data set, our experiments and conclusions are
anchored in the ImageNet domain. Across the experiments
in this paper, we impose some assumptions about the learn-
ing conditions, albeit only a few, on FLUID. For example,
we currently assume that FLUID has access to labels as the
data streams in. One exciting future direction is to add the
semi- and un-supervised aspects to FLUID. Relaxing these
remaining assumptions to bring FLUID even closer to real
world settings is an interesting direction for future work.

7. Conclusions
We introduce FLUID, a unified evaluation framework de-

signed to facilitate research towards more general methods
capable of handling the challenges of learning in practical
settings. FLUID enables comparison and integration of so-
lutions across few-shot, transfer, continual representation
learning, & out-of-distribution detection while introducing
new research challenges like how and when to update model
parameters based on incoming data. Through our experi-
ments with FLUID on a wide-range of methods we show
the limitations and merits of existing solutions. For exam-
ple, canonical few-shot methods do not scale well to more
classes/examples and continual learning techniques reduce
accuracy with large-scale pretraining. As a starting point
for developing general methods on FLUID, we present two
simple baselines, Exemplar Tuning & Minimum Distance
Thresholding, which outperform all other evaluated methods.
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A. FLUID Procedure
Algorithm 1 describes the high level implementation di-

rectives of FLUID framework.

Algorithm 1 FLUID Procedure
Input: Task T
Input: ML sys.: (pretrained) model f , update strategy S
Output: Evaluations: E, Operation Counter: C

1: function FLUID(T , (f ,S))
2: Evaluations E = [ ]
3: Datapoints D = [ ]
4: Operation Counter C = 0.

5: while streaming do
6: Sample {x, y} from T
7: prediction p = f(x) (A operations)
8: Flag n indicates if y is a new unseen class
9: E.insert({y, p, n})

10: D.insert({x, y})
11: Update f using S with D (B operations)
12: C += A+B
13: end while

14: return E,C
15: end function

B. Dataset Information
The five sequences we pair with FLUID are constructed

from ImageNet-22K [10]. Two sequences (1-2) are for vali-
dation, and three (3-5) are for testing. Each sequence con-
tains 1,000 classes; 250 of which are in ImageNet-1K [48]
(pretrain classes) and 750 of which are only in ImageNet-
22K (novel classes). For the test sequences, we randomly
select the classes without replacement to ensure that the
sequences do not overlap. The validation sequences share
pretrain classes because there are not enough pretrain classes
(1000) to partition among five sequences. We randomly dis-
tribute the number of images per class according to Zipf’s
law with s = 1 (Figure 4). For classes without enough im-
ages, we fit the Zipfian distribution as closely as possible
which causes a slight variation in sequence statistics seen in
Table 4.

Table 4. Statistics for the sequences of images used in FLUID.
Sequences 1-2 are for validation and Sequence 3-5 are for testing.
The images from ImageNet-22k are approximately fit to a Zipfian
distribution with 250 classes overlapping with ImageNet-1k and
750 new classes.

Sequence # Number of Images Min # of Class Images Max # of Class Images

1 89030 1 961
2 87549 21 961
3 90133 14 961
4 86988 6 892
5 89921 10 961

Figure 4. The distribution of samples over the classes for Sequences
1 - 5. Classes with less than 50 samples are considered in the tail
and samples with greater than or equal to 50 samples are considered
in the head for the purpose of reporting.

C. Dataset License
ImageNet does not explicitly provide a license.

D. More Method Details
Nearest Class Mean Each class mean, mi, is the av-

erage feature embedding of all examples in class i: mi =∑
x∈Ci fφ(x); where Ci is the set of examples belong to

class i and fφ is the deep feature embedding of x. Class
probabilities are the softmax of negative distances between
x and class means:

P (y = i|x) = e−d(mi,fφ(x))∑
i′ e
−d(mi′ ,fφ(x))

(2)

MAML The gradient update for MAML is: θ ← θ −
β ·∇θ

∑
Ti∼p(T ) LTi

(
fθ′i
)

where θ′i are the parameters after
making a gradient update given by: θ′i ← θ−α ·∇θLTi (fθ).

OLTR The network consist of two parts 1) A feature
extractor consist of a ResNet backbone followed by a modu-
lated attention and 2) A classifier and memory bank that are
used to classify the output of the feature extractor. Training
is done in 2 stages; In the first stage the feature extractor is
trained. In the second stage the feature extractor and clas-
sifier are fine-tuned while samples are accumulated in the
memory bank.

Weight Imprinting Weight Imprinting initializes the
weights of the cosine classification layer, then performs fine-
tuning using all of the data with a learnable temperature to
scale the logits. Weight Imprinting can be thought of as
NCM with cosine similarity as the metric for determining
the closest neighbor, then performing fine-tuning. To use
Weight Imprinting in a sequential setting, rather than a few-
shot setting, we must decide when to begin fine-tuning. In
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the original formulation, fine-tuning was performed after the
centroids were calculated using the entire data set, but in the
sequential setting we do not have access to the entire data
set until streaming ends. Therefore we choose to begin fine-
tuning when the accuracy of fine-tuning exceeds NCM on
validation data. In a real-world scenario it would be difficult
to obtain such information, but we employ such a strategy
to provide an upper-bound for the performance of Weight
Imprinting in the sequential setting.

E. Implementation Details
In this section, we discuss how methods are adapted with

respect to FLUID. Some methods are intuitively applied with
little modification, and some require interpretation for how
they should be adapted.

Offline Training For all experiments (Table 3) that re-
quire offline training (fine-tuning, Weight Imprinting, stan-
dard training, ET and LwF), except OLTR, we train each
model for 4 epochs every 5,000 samples observed. An epoch
includes training over all previously seen data in the se-
quence. Experiments in Figure 6 show that training for 4
epochs every 5,000 samples balanced sufficient accuracy
and reasonable computational cost. Fine-tuning experiments
use a learning rate of 0.1 and standard training uses 0.01 for
supervised pretraining. For MoCo pretraining fine-tuning
uses a learning rate of 30 and standard training uses 0.01. All
the experiments use the SGD+Momentum optimizer with a
0.9 momentum.

Instance-Based Updates All instance-based methods
(NCM, ET, Weight Imprinting, Prototypical Networks) are
updated after every sample as it takes no additional compute
compared to batch updates.

Meta-Training For few-shot methods that leverage meta-
training for pretraining, we used 5-shot 30-way except for
MAML which we meta-trained with 5-shot 5-way due to
computational costs. We choose to use 30-way as the com-
putational graph is limited in the number of instances that it
can store in memory and backpropagate to. We meta-train
for 100 epochs with a learning rate of 0.01 and reduce it by
0.5 every 40 epochs.

Exemplar Tuning We initialize the residual vectors
as zero. ET is trained according to the specifications of
instance-based updates and offline training simultaneously.

Weight Imprinting For Weight Imprinting, we transi-
tion from NCM to fine-tuning after 10,000 samples as we
observed that the accuracy of NCM saturated at this point in
the validation sequence. We use a learning rate of 0.1 while
fine-tuning.

Learning Without Forgetting We adapt Learning With-
out Forgetting to the FLUID task by freezing a copy of the
model after pretraining which is used for knowledge distilla-
tion. Not all pretraining classes are seen during streaming so
only softmax probabilities for classes seen during the stream

are used in the cross-entropy between the soft labels and
predictions. We use a temperature of 2 to smooth the proba-
bilities in accordance with [33]. Training is done according
to the specifications given in the offline training portion of
this section.

Elastic Weight Consolidation We adapt Elastic Weight
Consolidation [25] to the FLUID task by freezing a copy
of the model after pretraining as the optimla model of the
pretrain task. We then use the validation set of ImageNet-1K
corresponding to the 250 classes being used for the computa-
tion of Fisher information per-parameter. For every training
step in FLUID, a penalty is added based on the distance
moved by the parameters from the base model weighted by
the Fisher information. The Fisher information is calculated
at the start of every flexible train step to mitigate catastrophic
forgetting. Training is done according to the specifications
given in the offline training portion of this section. Depend-
ing on how frequently the Fisher information is computed,
the compute associated increases over the standard training
costs.

OLTR For OLTR [36], we update the memory and train
the model for 4 epochs every 200 samples for the first 10,000
samples, then train 4 epochs every 5,000 samples with a 0.1
learning rate for classifier parameters and 0.01 for feature
extraction parameters which is in accordance with the speci-
fications of the original work.

Pretraining We use the PyTorch [39] ResNet18 and
ResNet50 models pretrained on supervised ImageNet-1K.
We use the models from Gordon et al. [15] for the MoCo [20]
self-supervised ImageNet-1K pretrained models. MoCo-
ResNet18 and MoCo-ResNet50 get top-1 validation accu-
racy of 44.7% and 65.2% respectively and were trained for
200 epochs. For fine-tuning and ET with MoCo, we report
the results with a learning rate of 30 which is suggested by
the original work when learning on frozen features. All other
learning rates with MoCo are the same as with supervised.

F. Training Depth for Fine Tuning

We explored how training depth affects the accuracy of a
model on new, old, common, and rare classes. For this set
of experiments, we vary the number of trained layers when
fine-tuning for 4 epochs every 5,000 samples on ResNet18
with a learning rate of 0.01 on Sequence 2 (validation). The
results are reported in Table 5. We found that training more
layers leads to greater accuracy on new classes and lower
accuracy on pretrain classes. However, we observed that
the number of fine-tuning layers did not significantly affect
overall accuracy so for our results on the test sequences (3-5)
we only report fine-tuning of one layer (Table 3).
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Table 5. The results for fine-tuning various numbers of layers with
a learning rate of .01 on Sequence 2. Training more layers generally
results in higher accuracy on novel classes, but lower accuracy on
pretrain classes. The trade-off between novel and pretrain accuracy
balances out so the overall accuracy is largely unaffected by the
depth of training.

# of
Layers

Novel-
Head (>50)

Pretrain-
Head (>50)

Novel-
Tail (<50)

Pretrain-
Tail (<50)

Mean
Per-Class Overall

1 41.32 80.96 17.13 66.52 39.19 56.87
2 41.55 80.79 17.40 67.03 39.43 56.79
3 45.82 78.59 19.08 59.52 40.73 57.23
4 46.96 75.44 19.87 53.97 40.39 57.04
5 46.76 75.72 19.97 54.04 40.41 57.04

G. Results for VINCE ResNet18 backbone on
Sequence 5

We report all performance metrics for sequence 5 in
Table 6 for ResNet18 backbone trained via VINCE [15].
VINCE is a self-supervised representation learning method
that focuses on leveraging video as a natural form of augmen-
tation for contrastive learning. These results corroborate the
findings of Table 3 which uses ResNet18 backbone trained
via MoCo [20] further solidifying the insights drawn on
self-supervised representation learning methods.

H. Results for ResNet50 backbone on Se-
quence 5

We report all performance metrics for sequence 5 in Ta-
ble 7 for ResNet50 backbone. These results corroborate the
findings of Table 3 which uses ResNet18 backbone.

I. Results For Other Sequences
We report the mean and standard deviation for all perfor-

mance metrics across test sequences 3-5 in Table 8. Note
that the standard deviation is relatively low so the methods
are consistent across the randomized sequences.

J. Prototypical Network Experiments
We benchmarked our implementation of Prototypical Net-

works on few-shot baselines to verify that it is correct. We
ran experiments for training on both MiniImageNet [58]
and regular ImageNet-1k and tested our implementation on
the MiniImageNet test set and FLUID (Sequence 2). We
found comparable results to those reported by the original
Prototypical Networks paper [49] (Table 9).

K. Out-of-Distribution Ablation
In this section we report AUROC and F1 for MDT and

softmax for all baselines. In section 5 we only included
OLTR, MDT with Exemplar Tuning, and ET with maxi-
mum softmax (Hendrycks Baseline). Additionally, we vi-

sualize the accuracy curves for in-distribution and out-of-
distribution samples as the rejection threshold vary (Fig-
ure 5). All the OOD experiments presented in Figure 5
and Table 10 were run using ResNet18. Minimum Distance
Thresholding (MDT) threshold distances but also similar-
ity metrics can be used. MDT generally works better than
maximum softmax when applied to most methods.

The results of NCM and Exemplar Tuning using soft-
max and dot product similarity in comparison to OLTR are
shown in table 10. The F1-scores are low due to the large
imbalance between positive and negative classes. There are
750 unseen class datapoints vs ∼ 90000 negative datapoints.
Table 10 shows that cosine similarity (MDT) is better than
softmax or the OLTR model for most methods.

L. Weight Imprinting and Exemplar Tuning
Ablations

In Table 11, we ablate over various softmax temperature
initializations with Weight Imprinting. We learn the temper-
ature as described in [42], but find that initial value affects
performance. We report the best results in the main paper.
We also ablate over the similarity metrics use in ET. We find
that the dot product (linear) is the best measure of similarity
for ET.

M. Exemplar Tuning on Standard Recognition
Tasks

On Mini-ImageNet [58], for 5-shot 5-way
Exemplar Tuning with a ResNet10 backbone obtains
an accuracy 72.1% compared to 68.2% for Prototypical
Networks. Exemplar Tuning accuracy on ImageNet-LT
[36] with a ResNet18 backbone is 42.1% while a standard
linear layer gets to 41.9%.

N. Update Strategies
Figure 6 has the accuracy vs MACs trade-off for fine-

tuning across various update strategies.
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Table 6. Results on sequence 5 with ResNet18 backbone trained using VINCE [15]

Method
Pretrain
Strategy

Novel -
Head (>50)

Pretrain -
Head (>50)

Novel -
Tail (<50)

Pretrain -
Tail (<50)

Mean
Per-Class Overall GMACs↓

(×106)

Backbone - ResNet18

(a) Fine-tune VINCE 18.00 14.61 1.89 1.56 7.25 26.27 0.16 / 5.73
(b) Standard Training VINCE 24.60 32.06 6.38 9.63 16.17 32.95 11.29
(c) NCM VINCE 15.96 22.32 12.32 16.08 15.20 18.28 0.15
(d) Exemplar Tuning VINCE 26.84 37.03 7.32 11.30 18.11 35.44 0.16 / 5.73

Table 7. Continuation of Table 3 results on sequence 5 with ResNet50 backbone.

Method
Pretrain
Strategy

Novel -
Head (>50)

Pretrain -
Head (>50)

Novel -
Tail (<50)

Pretrain -
Tail (<50)

Mean
Per-Class Overall GMACs↓

(×106)

Backbone - ResNet50

(a) Fine-tune MoCo 14.42 43.61 0.22 13.40 11.85 31.35 0.36 / 13.03
(b) Fine-tune Sup. 47.78 82.06 27.53 66.42 46.24 57.95 0.36 / 13.03
(c) Standard Training MoCo 26.82 42.12 10.50 21.08 21.32 35.44 38.36
(d) Standard Training Sup. 43.89 74.50 21.54 50.69 39.48 54.10 38.36
(e) NCM MoCo 30.58 55.01 24.10 45.37 32.75 36.14 0.35
(f) NCM Sup. 45.58 78.01 35.94 62.90 47.75 52.19 0.35
(g) LwF Sup. 21.52 49.17 5.49 38.74 20.69 30.57 38.36/76.72
(h) EWC Sup. 43.84 76.03 21.22 53.64 39.89 54.59 40.36
(i) Exemplar Tuning MoCo 28.86 54.03 7.02 20.82 21.89 40.13 0.36 / 13.03
(j) Exemplar Tuning Sup. 52.95 82.27 28.13 57.15 48.02 62.41 0.36 / 13.03
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Figure 5. The accuracy for the in-distribution (IND) and out-of-distribution (OOD) samples as the threshold for considering a sample
out-of-distribution varies. The horizontal axis is the threshold value, and the vertical axis is the accuracy. Intersection of the IND and OOD
curves at a higher accuracy generally indicates better out-of-distribution detection for a given method.
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Table 8. Averaged results for all methods evaluated on Sequences 3-5. See Table 3 for the computational cost (GMACs) for each method and
more information about each column.

Method Pretrain
Novel -

Head (>50)
Pretrain -

Head (>50)
Novel -

Tail (<50)
Pretrain -
Tail (>50)

Mean
Per-Class Overall

Backbone - Conv-4

Prototype Networks Meta 5.02±0.05 9.71±0.11 0.64±0.01 1.27±0.04 3.25±0.03 7.82±0.09
MAML Meta 2.93±0.01 2.02±0.02 0.15±0.01 0.1±0.01 1.11±0.02 3.64±0.06

Backbone - ResNet18

Prototype Networks Meta 8.72±0.09 16.84±0.14 7.06±0.03 12.98±0.04 9.46±0.08 11.19±0.12
Meta-Baseline Sup./Meta 41.73±0.57 66.54±2.37 27.54±1.13 53.69±0.97 39.32±0.71 47.74±0.63
Fine-tune Moco 5.31±0.24 45.95±1.27 0.03±0 26.23±0.88 10.64±0.23 18.52±0.98
Fine-tune Sup. 43.2±0.65 74.55±2.53 22.79±1.21 59.63±1.02 40.9±0.73 53.06±0.65
Standard Training Moco 26.9±0.27 42.39±3.04 9.1±0.74 21.11±0.51 20.76±0.32 34.85±0.75
Standard Training Sup. 38.82±0.49 65.88±2.32 16.15±0.83 44.3±0.91 33.63±0.38 48.81±0.57
NCM Moco 19.31±0.06 30.02±1.69 14.21±0.46 22.06±0.52 18.86±0.13 22.14±1.24
NCM Sup. 41.68±0.65 70.05±2.29 31.24±0.86 57.23±0.97 42.87±0.62 47.89±0.76
OLTR MoCo 41.47±0.03 31.48±0.01 17.48±0.01 9.81±0.01 22.03±0 38.33±0.01
OLTR Sup. 51.19±0.37 37.02±0.51 24.14±0.14 13.77±0.24 27.6±0.28 44.46±0.44
Exemplar Tuning Moco 32.57±1.54 43.48±0.4 6.39±0.49 12.81±0.12 18.46±0.35 39.25±1.20
Exemplar Tuning Sup. 46.36±2.31 69.34±0.53 23.48±1.23 45.82±0.32 42.93±0.17 57.56±0.56

Backbone - ResNet50

Fine-tune Moco 45.95±0.26 5.31±0.32 26.23±0.07 0.03±1.74 10.64±0.21 18.52±1.02
Fine-tune Sup. 47.59±0.65 80.14±1.71 26.69±0.97 66.92±1.4 45.62±0.6 57.48±0.47
Standard Training Moco 43.93±0.73 71.72±3.18 20.84±0.92 51.43±0.68 38.94±0.9 53.45±1.73
Standard Training Sup. 47.59±0.45 80.14±2.59 26.69±0.79 66.92±1.91 45.62±0.47 57.48±0.56
NCM Moco 30.15±0.48 53.84±1.05 23.99±0.53 44.11±1.11 32.27±0.92 35.45±0.61
NCM Sup. 45.46±0.95 76.55±1.77 35.47±0.82 65.62±1.57 47.77±0.65 52.22±0.55
Exemplar Tuning Moco 28.46±3.04 40.42±1.33 7.57±2.15 14.36±4.14 19.54±2.63 32.07±2.37
Exemplar Tuning Sup. 49.24±1.55 75.78±1.84 26.67±2.17 55.63±2.31 44.15±1.44 62.35±1.02

Table 9. Our implementation of Prototypical Networks on MiniImageNet & FLUID. � Results from Snell et al. [49].

Method Backbone Train Set
MiniImageNet
5 Way - 5 Shot FLUID

Prototypical Networks Conv - 4 MiniImageNet 69.2 14.36
Prototypical Networks Conv - 4 ImageNet (Train) 42.7 15.98
Prototypical Networks� Conv - 4 MiniImageNet 68.2 -

Table 10. The out-of-distribution performance for each method on sequence 5. We report the AUROC and the F1 score achieved by choosing
the best possible threshold value.

Metric NCM
+Softmax

NCM
+MDT

Exemplar Tuning
+Softmax

Exemplar Tuning
+MDT

Standard Training
+Softmax

Standard Training
+MDT

Fine-Tune
+Softmax

Fine-Tune
+MDT OLTR

AUROC 0.07 0.85 0.84 0.92 0.59 0.53 0.68 0.72 0.78
F1 0.01 0.20 0.10 0.20 0.03 0.02 0.06 0.10 0.27
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Table 11. Comparison of Weight Imprinting and Exemplar Tuning with different classifiers and initial temperatures.
Exemplar Tuning with a linear layer performs significantly better than all other variants.

Method Pretrain Backbone
Novel -

Head (>50)
Pretrain -

Head (>50)
Novel -

Tail (<50)
Pretrain -
Tail (>50)

Mean
Per-Class Overall

Weight Imprinting (s = 1) Sup R18 36.58 63.39 9.32 21.80 26.85 46.35
Weight Imprinting (s = 2) Sup R18 36.58 63.39 9.32 21.80 26.85 46.35
Weight Imprinting (s = 4) Sup R18 40.32 67.46 15.35 34.18 32.69 48.51
Weight Imprinting (s = 8) Sup R18 31.18 32.66 34.77 28.94 32.56 46.67

Exemplar Tuning (Cosine) Sup R18 33.90 18.22 4.84 1.88 11.72 31.81
Exemplar Tuning (Euclidean) Sup R18 43.40 66.32 21.66 42.06 37.19 51.62
Exemplar Tuning (Linear) Sup R18 48.85 75.70 23.93 45.73 43.61 58.16

2
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Figure 6. The plot compares the accuracy and MACs for various update strategies when fine-tuning.
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